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A framework to Develop qualitative Bankruptcy Prediction 
Rules using Swarm Intelligence

Introduction

Ant Colony Optimization is an agent-based technique 
which stimulates the natural ant behavior to obtain the 
optimal solution. The main idea of the ACO was inspired by 
the real ants. For each move, the ant constructs a solution. 
They have an advantage over simulated annealing and 
genetic algorithm approaches of similar problems when 
the problem space may change dynamically; the ant colony 
algorithm can run continuously and adapt to changes in real 
time [22].

Most of the firms analyze the quantitative and qualitative 
data for the success of their business. Quantitative data are 
said as objective, i.e, based on the accounting details such 
us, total turnover, marginal profit, return of sales, etc. This 
information is available from the book of accounts and based 
on this we can take decisions.

The non financial information is called as qualitative 
factors. But Qualitative data are subjective, that is, based on 
the subjective knowledge only we can take decisions. For 
the subjective knowledge we need help from the expert. 
Qualitative factors can be measured using expert analysis. 
For qualitative bankruptcy prediction very few models only 
are available to predict bankruptcy.

In our work we are using Ant Colony Optimization 
Algorithm for generating Qualitative BP rules. First the 
property reduction of the parameters are done using ant 
colony algorithm, here we get the best parameters and the 
removal of least important parameters can also be done 
here. These reduced parameters are submitted to generate 
rules. The rules are generated using Ant Miner algorithm 
and the generated rules are clustered using the Association 
Rule Mining Algorithm and the best rules among this are 
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extracted using the Partial Swarm Optimization technique. 
B y using these techniques we can avoid the redundancy 
in rules and also helps in avoiding the false rules in the 
prediction process.

The remaining of the work includes: Section 2 reviews 
the prior research; Section 3 describes the proposed system, 
Section 4 predicts rules in qualitative BP and Section 5 
discusses the conclusion and future research of the work.

Prior Research

There are many researches undergone in the area of 
bankruptcy prediction. There are man y studies regarding 
the analysis of qualitative and quantitative Bankruptcy 
Prediction. These studies include statistical techniques 
as well as intelligent techniques in BP. The statistical 
techniques in modeling of the corporate BP include 
invariate and Multivariate Discriminant Analysis [1,2] and 
the classification algorithms such as Linear Discriminant 
Analysis and Logistic Regression which are the linear 
approaches. The intelligent techniques [19] used in BP 
are Neural Networks (NN) [9], Fuzzy set Theory (FS), 
Decision Tree (DT), Rough Set (RS), Case Based Reasoning 
(CBR) [5], Support Vector Machine (SVM) [11][7], Data 
envelopment analysis and some soft computing techniques.

There are only few works under the qualitative BP [18]
[16][17]. Among this Genetic Algorithm (GA) [3] used 
to generate bankruptcy prediction rules. These rules are 
generated using six internal risk factors and the associated 
external factors and rated as positive, negative and average 
based on the risk factor [6,8,10,11]. In this bankruptcy 
prediction the genetic operations crossover and mutation 
are applied and the generated rules are evaluated based on 
the accuracy and coverage. And the maximum of accuracy 
and coverage is taken as parameters of fitness function to 
evaluate the rules. But the generated rules b y GA fail 
in overcoming the overlapping and the redundancy in the 
generated rules. Then a financial distress early warning 
system is developed [13]. In this approach, they develop 
an early warning system for financial bankruptcy prediction. 
They also use almost the same risk factors that are used 
by the former approach. They rate the quality risk factors 
as white, black and gray based on the risk in BP. The 
white factors means that don’t cause any Bankruptcy, black 
means they surely will cause Bankruptcy and gray means 
that may or mayn’t cause Bankruptcy. Here they only 
concentrate on the grey values. And based on a grey value 
evaluation method they complete their work. They don’t try 
to generate any rules.

Ant colon y is already used in quantitative Bankruptcy 
Prediction. It is applied in various classification problems. 
There are various works that undergone in ACO 
[4,5,12,15,14]. Ant colony shows a good sign in generating 
rules under various applications such as in biochips, credit 
card system, etc. In the case of travelling sales man problem 

ACO is first used and it is successfully in generating the 
best solution [21]. ACO is based on the concept of the 
pheromone update and heuristic function helps in generating 
the best solution in travelling sales man problem and other 
network related application such as, routing algorithm and 
other optimal application.
Qualitative Factors

The qualitative factors have much influence in the 
success of the business because it is outside the accounting 
details. Based on the relevant previous experience and 
good knowledge on the business domain can only identify 
and analyze the qualitative factors regarding the business. 
There are various methods for collecting the qualitative 
factors they are questionnaires, interviews, etc. Here we 
are using the qualitative factors such as Industrial Risk 
(IR), Management Risk (MR), Financial Flexibility (FF), 
Credibility (CR), Competitiveness (CO), and Operational 
Risk (OP). These qualitative factors are said as internal Risk 
factors and inside each internal risk factor there are man y 
external factors which combine to form these internal risk 
factors. The external factors or outer factors of industrial 
risk includes govt. policies & international agreements, 
cyclicality, degree of competition, the price & stability of 
market supply, product life cycle, the size & growth of market 
demand, etc; the management risk includes availability and 
completeness of management, stability of management, the 
relation between management or owners, human resource 
management, etc. like this each internal factor has some 
associated external factors.

In the next session we are discussing about the proposed 
work. Here we are using ant colony algorithm concept for 
generating qualitative BP rules.

Proposed Research

In this proposed system, the qualitative risk factors 
are listed out and the parameters are submitted to expert’s 
judgment to rate the parameter. The parameter rating is 
done to identify the influence of the risk factors to the success 
of the firm. Based on the expert’s judgment the parameters 
undergone the property reduction procedure through which 
the least important parameters can be avoided and the 
ranking of the parameters can be done. In this work we are 
using ant colony algorithm for property reduction. From the 
reduced risk factors the qualitative prediction rules has to be 
generated. For generating BP rules we are using ant miner 
algorithm and this helps to generate more accurate rules 
using the properties of heuristic function and pheromone 
trails used in the ant colony optimization technique.

Swarm Intelligence

Swarm intelligence studies the collective behavior of 
systems composed of many individuals interacting locally 
with each other and with their environment. Swarms 
inherently use forms of decentralized control and self 



St. Joseph’s Journal of Humanities and Science  75

organizations to achieve their goals. Ants communicate 
only indirectly through their environment b y leaving behind 
a substance called pheromone. This indirect communication 
is called as stimergy. PSO is used here since it is a better 
technique in swarm intelligence to get the best rules.

Qualitative factors used

The qualitative risk factors that used in our work include 
the Industrial Risk (IR), Management Risk (MR), Financial 
Flexibility (FF), Credibility (CR), Competitiveness (CO), 
and Operational Risk (OP), Problem Solving Capacity (PS), 
Initiative (IN), Effective Orientation (EO), Concern of 
Cost (CC), Concern of People (CP), Concern of Quality 
(CQ), Information Seeking (IS), Cross Selling (CS) and 
Assertiveness (AS).

These qualitative factors are listed and questionnaires 
are made based on the expert judgment. The expert’s rate the 
parameters (qualitative risk factors) based on its influence in 
the bankruptcy. The judgment values are as Good, Bad and 
Medium based on its performance criteria in the business. 
The value is taken as Good means it has more influence 
over the business, i.e., the variations in that risk factors 
must give high priority in the business. Means this factor 
must be considered when taking decisions because it can 
lead to bankruptcy. If the judgment rate as Medium means 
it is a parameter which may or may not cause Bankruptcy. 
If the judgment is Bad means this qualitative factor doesn’t 
have much influence in the stability of business.

Some of the questionnaires are listed here:

Did a. Govt. Policies and International Agreements affect 
Bankruptcy?

Good It has more influence over the business
Medium It has some influence over the business

Bad It has less influence over the business

Whether the b. degree of competition  affects the 
Bankruptcy?

Good It has more influence over the business
Medium It has some influence over the business

Bad It has less influence over the business

The expert’s rate the parameters to the questionnaires 
as high, medium, and low based on the risk factor of the 
parameters to the BP. These rated factors are now coded 
to binary forms of 0’s and 1’s. We code the factors as 
combinations of 0’s and 1’s. If the expert judgment to a 
parameter is good, then we rate it as 100, medium then 
we code as 010 and bad code as 001.The Table1 shows the 
coding of the risk factors based on the expert judgment.

Table 1. Coding of Risk factors Based on questionnaires

The proposed system is divided into five phases, while 
in the implementation phase. The implemented phases are 
listed below

Parameter Analysis and Expert Judgment• 
Parameter Reduction• 
Training Set Generation• 
Rule Generation• 
Performance Reporting• 

Parameter Analysis and Expert Judgment 
In this phase, we listed out the risk factors from 

the various banks that cause bankruptcy. And the listed 
parameters are rated based on expert judgment. The rating is 
done as good, average and bad based on the influence in the 
bankruptcy. The expert’s judgment are given as the input to 
the developed system based on this the prediction rules are 
generated. 

Parameter Reduction
In this phase, we are reducing the analyzed parameters. 

The reduction is done based on the Mean Square Error value. 
The parameter having the least MSE will be chosen as the 
best factor. The best MSE valued set is used for generating 
rules.  

Training Set Generation
In this phase, the risk factors values of the internal 

parameters are analyzed based on the external parameter 
evaluation. This is done using Ant Colony Optimization. 
The training set is developed based on the parameters having 
the least MSE. The Ant with the least MSE is selected as the 
best set and the training set is developed.

Rule Generation
Based on ACO and the least MSE value, the rules are 

generated. The pheromone trail updating is done based on 
the Ant having the least MSE value. The Ant having the least 
MSE value will be the best ant and the corresponding path is 
taken as the rule for the particular bank. 



76  St. Joseph’s Journal of Humanities and Science

Performance Reporting
In this phase, the end users such as bank persons, 

bank customers, banking domain expert’s etc can view 
the generated rules and can analyze the performance in 
reporting. The results generated are in the form of Qualitative 
Bankruptcy Prediction Rules.

Ant Colony optimization Algorithm

Specifications
The specifications used in the algorithm are listed below.
F-> the original sub set containing the features fi, where 
i-1 to n.
F = { f1, f2, f3,.... fn }, here, n=8 features.
S-> sub set with m important features, where m<n
here, m=5
therefore, S = {f1, f2, f4, f6, f7}, ( randomly chosen), S ŒF
na -> number of ants to be search thru the features fi

For each ant j, the subset,
Sj={s1,s2,…sm}
Example:
F = {11, 27, 58, 34, 43, 24, 10, 65}

ACO Algorithm Pseudo Code

Step1: Initialization:
Set • Ʈi=1 => Ʈ ={1, 1, 1,...}

Δ � Ʈi= 0; i=1,2,..n; where n=8 
set ={0, 0, 0... 0} �

Define max. no. of iterations• 
Let us assume it as 3 �

Define k, where k-> best sub sets• 
k=2 �

Define p, where m-p is the number of features each • 
ant will start within the following iterations.

P=└m/2┘=└5/2┘=2 ( floor function) �
Step 2: In first iteration

for j=1 to na, where na->4 (no. of ant assume)• 
Randomly assign a subset of m features   �
to Sj

for ( j = 1; j <= 4; j++)• 
{
S1={ 11, 34, 24, 10, 65} -> Ant1

S2={27, 34, 24, 10, 65} -> Ant2

S3={27, 58, 43, 24, 10} -> Ant3

S4={11, 27, 58, 10, 65} -> Ant4

}
Go to step 4• 

Step 4: Evaluate the selected sub set of each ant
for j-1 to na ( here, let na=4)• 
{
Find MSEj of Sj

S1 -> MSE1 -> ant1 = 1.1
S2 -> MSE2 -> ant2 = 1.3
S3 -> MSE3 -> ant1 = 1.2
S4 -> MSE4 -> ant4 = 0.9
}
Sort the subsets according to their MSE.• 
Update the minimum MSE & store the • 
corresponding subset of features.

Sort S4 S1 S3 S2

Store in details as

MSE S
0.9 { 11, 27, 58, 10, 65 }

Step 5: Update trail intensity, using the feature subset of best 
k ants

for j=1 to k (here k-2, (i.e. S• 4, S1)
for (j=1; j<= 2; j++)• 
{ 
for ( i =1; i <=8; i ++)
{
Calculate ΔƮi ( we will get some value if fi Œ Sj, 
o otherwise)
[ here  F = { 11, 27, 58, 34, 43, 24, 10, 65}
S4 = { 11, 27, 58, 10, 65}
ΔƮ={1, 1, 1, 0, 0, 0, 1, 1}
Ʈi={1.75, 1.75, 1.75, 0.75, 0.75, 0.75, 1.75, 
1.75} ]
}
Calculate Ʈi= p. Ʈi + ΔƮi, where p=0.75
}

Step 6: If number of iterations is less than maximum number 
of iterations, initialize the subsets for next iteration 
and goto step 3:

for j=1 to na• 
From the features of best k ants, randomly 
produce m-p features subset for antj, to be used 
for next iteration and store it in Sj

for ( j=1 ; j,= 4; j+= )• 
m = 5;
p = 2;
m – p = 3;
for next iterations
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{
S1 = { 11, 24, 65 }
S2 = { 27, 34, 10 } 
S3 = { 27, 58, 10 }
S1 = { 11, 27, 10 }
}
Go to step 3• 

Step 3: Select the remaining p features for each ant, ( p = 2)
Already 3 in S, select 2 features here, totally 5. 
for mm=m-p+1 to m  ( i.e 4 to 5)
{
for j=1 to na ( here na = 4)
{
Given Sj, choose feature fi that maximizez USMi 

Sj

Sj = Sj U{ fi}
}
}
i.e, for ( mm = 4; mm<= 5; mm++)
{
for( j = 1; j<=4; j++)
{
for( i = 1; i <= 8; i++)
{
Calculate USMi 

Sj

}
Sj=Sj U {fi with max USM}
Therefore, Sj= {4 elements} in mm=4
{5 elements} in mm=5
}
}

Replace the duplicated subsets, if any, with randomly 
chosen subsets.

Suppose if S1=S3, then any other equal case replace S3 
with a random set.

For example:

S1 ={ 11, 24, 65, 27, 10}
S2 = { 27, 34, 10, 11, 43}
S3 = { 27, 58, 10, 11, 24}
S4 = { 11, 27, 10, 24, 65 }

Now, S1=S4, So randomly chose, S4 = { 58, 34, 43, 10, 65}.
ACO is used to reduce the parameters, such that this 

ACO algorithm yields reduced parameter set and from that 
qualitative bankruptcy prediction rules are generated using 
Ant minter algorithm.

Rule generation is implemented by Ant Miner. There 
are various methods available for generation of rules. Here 

we are generating rules because it is easier for understanding 
to human. Rules are in the form of human readable sentences 
having If..Then.. conditions. 
A rule may be of the form:

IF <condition1>AND<condition2>AND…<condition n> 
THEN <predicted class>

A condition is in terms of <attribute=value>. For 
example, <IR=Good>, <MR=Bad>, etc and the predicted 
class is of the form <Bankruptcy=yes>, <Bankruptcy=no>, 
etc. The algorithm is described below,

Training set = all training cases;(Qualitative factors)

WHILE ( No. of cases in the Training set > max_uncovered_
cases)
i=0;
REPEAT

i=i+1;
Anti incrementally constructs a classification rule;
Prune the just constructed rule;   
Update the pheromone of the trail followed by Anti;

UNTIL
(i >= No_of_Ants) or (Anti constructed the same rule as 
the previous No_Rules_Converg-1 Ants)
Select the best rule among all constructed rules;
Remove the cases correctly covered by the selected rule 
from the training set;

END WHILE
In the algorithm, the Probabilistic function can be calculated 
as follows.

The amount of pheromone trail Ʈ ij(t) associated to arc (i, 
j) is intended to represent the learned desirability of choosing 
node (parameter) j when in node i (which also corresponds 
to the desirability that the arc (i, j) belong to the rule built by 
an ant) is given by.

Ƥi,j(t)=((Ʈ i,j(t))
 α

 (η i,j(t)) 
β

 )\ (Σ(Ʈ i,j)
α

 (η i,j)
 β

 ) ...(1)
where Ʈ i,j is the amount of pheromone on edge i,j; α is a 

parameter to control the influence of Ʈ i,j; η i,j is the desirability 
of edge i,j (typically 1∕di;j ), β is a parameter to control the 
influence of η i;j  

Ʈ ij(t) ← (1 − ρ) Ʈ ij(t) + Δ Ʈ ij(t)  ...(2)
where Ʈ ij is the amount of pheromone on a given edge i,j;

ρ is the rate of pheromone evaporation also called 
evaporation constant and ρ ∈ (0, 1] is the pheromone trail 
decay coefficient.
Δ Ʈ ij is the amount of pheromone deposited, typically given by:
Δτij(t)=   1∕Lk if ant k travels on edge i,j

0     elsewhere                                             ...(3) 

}

where L k is the cost of the kth ant’s tour (typically length).
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The probability that a parameter is chosen is a function 
of how close the parameter is and how much pheromone 
already exist on that trail. Once a cycle is completed, the 
pheromone deposited by each ant on the complete tour is 
calculated Ʈi,j. The evaporation constant value is set between 
(0 & 1). The pheromone evaporates more rapidly for lower 
values.
The Quality of the Rule can be evaluated by using the 
equation:

Q=[TruePos/(TruePos+FalseNeg)]*[TrueNeg/
(FalsePos+TrueNeg)]                                  ...(4)

By evaluating the quality of the rules we can avoid false 
negative rules.

Features of Proposed System

Ant Colony Algorithm can be a better technique in 
Qualitative Bankruptcy Prediction. Keeping track of learning 
is important to remember and update previously generated 
rules which avoid false positive and false negative.
Expected Benefits from Proposed System

More factors – best result in the bankruptcy 1. 
prediction.
Classify the rules effectively2. 
Keep track of the Rules3. 

By using the concept of Pheromone deposit and update 
concept make this probabilistic and heuristic search a 
more efficient result. Accuracy and Efficiency can also be 
increased.

Here, Rules are constructed by the Ant Mining 
Algorithms. Mining is performed through an iterative 
procedure that discovers one rule per time. The 3 Key steps 
involved in this mining are, (a) Rule construction – term 
selection (b) Rule pruning (c) Pheromone updating. 
(a) Rule construction 

In this step, the rules get constructed using the Ant Miner 
concept. The artificial ant starts its journey from source to 
destination to generate rules. Here the risk factors are the 
sources and the destination classes are the destinations. The 
destination class are Bankruptcy = yes, Bankruptcy = no, 
etc. Based on the probability of choosing of nodes by the 
artificial ant is by the heuristic function and the probabilistic 
trails. Each chosen nodes are attached and when ant reaches 
the destination gets the rule is generated and thus generated 
rules are evaluated based on various interesting measures to 
assure the quality.  
(b) Rule pruning

In this step, the generated rules are clustered using 
the Association Rule Miner Algorithm. Based on the 
support and confidence value the rules are clustered. Here 
the representative rules on each cluster are also formed. 
This avoids the redundancy among the rules. The various 
interesting measures used are listed in the table2.

(c) Pheromone updating
The artificial ant starts its journey from one node to next 

based on the probability of pheromone concentration. In the 
ACO concept, the ant deposit the pheromone on the way of 
its journey and it update the path to source when reached a 
destination class. There are two pheromone updates, local as 
well as global pheromone update. 

When the ant select one node to next based on 
probability, it deposits some amount of pheromone on the 
path and is called Local pheromone update. The purpose 
of the local pheromone update rule is to make “the visited 
edges less and less attractive as they are visited by ants, 
indirectly favoring the exploration of not yet visited edges. 
As a consequence, ants tend not to converge to a common 
path”. The purpose of the global pheromone update rule is to 
encourage ants “to search for paths in the vicinity of the best 
tour found so far”. When the ant reaches a solution, the best 
ant updated its path back to source. And the main interesting 
feature of this concept is the pheromone evaporation, that is, 
the concentration of the deposit starts to evaporate at a time 
interval. This concept helps a positive feedback and helps to 
avoid negative feedback and to avoid the redundancy and 
overlapping of rules.

The pheromone trail acts as a memory to the artificial 
ant and helps to keep track of the learning.

Ant Miner Algorithm

We are using Ant Miner Algorithm here which is a 
combination of Data Mining and Ant Colony Algorithm. 
ACO is a heuristic search algorithm used to get the optimal 
solution for the problem. 

The artificial ant move through the risk factors and based 
on the probabilistic function the ant move from one factor 
to another. The probabilistic function is evaluated based on 
the heuristic and pheromone trails. The heuristic function 
evaluates the quality of the pheromone deposit on a node. 

Rule Framing using the Ant Miner Algorithm

Training set = all training cases; (Qualitative factors)
WHILE

(No. of cases in the Training set >  max_uncovered_
cases)
i=0;

REPEAT
i=i+1;
Ant i incrementally constructs a classification rule;
Prune the just constructed rule;   
Update the pheromone of the trail followed by Ant i;

UNTIL
(i >= No_of_Ants) or (Anti constructed the same rule as 
the previous No_Rules_Converg-1 Ants)
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Select the best rule among all constructed rules;
Remove the cases correctly covered by the selected rule 
from the training set;

END WHILE
In this algorithm, the Probabilistic function (1) can be 

calculated as follows,
The amount of pheromone trail τij(t) associated to arc 

(i, j) is intended to represent the learned desirability of 
choosing edge j when in edge i (which also corresponds to 
the desirability that the arc (i, j) belong to the tour built by 
an ant) is given by.

Ƥi,j(t)=((Ʈ i,j(t))
 α

 (η i,j(t)) 
β

 )\ (Σ(Ʈ i,j)
α

 (η i,j)
 β

 ) ...(1)
Where Ʈ i,j is the amount of pheromone on edge i,j; α is a 

parameter to control the influence of Ʈ i,j; η i,j is the desirability 
of edge i,j (typically 1∕di;j ), β is a parameter to control the 
influence of η i;j  

τij(t) ← (1 − ρ)τij(t) + Δτij(t)    ...(2)
Where  τij is the amount of pheromone on a given edge i,j;
ρ is the rate of pheromone evaporation and ρ €(0, 1) is the 
pheromone trail decay coefficient.
Δτij is the amount of pheromone deposited, typically given 
by:

Δτij(t)=   1∕Lk if ant k travels on edge i,j
elsewhere                                (3) 

}
where L k is the cost of the kth ant’s tour (typically length)

The Pheromone deposit and update concept make this 
probabilistic and heuristic search a more efficient result. The 
Associated Rule Mining Algorithm [14] is used to cluster 
rules (pruning), so that we can avoid redundancy in rules. 
It uses a Rule cover based Algorithm. Based on the support 
and confidence value the rules will be grouped. The best 
among the rules can be evaluated by the Partial Swarm 
Optimization Algorithm.
Pruning of the Rules using ARM

The Association mining is used for the pruning of the 
rules. Based on the support and confidence value we generate 
the patterns of rules. ARM is the most popular knowledge 
discovery technique. In ARM, large number of Association 
rules or patterns or knowledge is generated from the large 
volume of dataset. An Association Rule is of the form, Xi-
>Y; where i=1,2,…n. The Support and Confidence can be 
evaluated by, 

Support = P(X ∪ Y) = P(XY)
= (Number of tuples that contains both X and 

Y ) / (Total-number of tuples in Data set) and 
Confidence = P(Y | X) = P(X ∪ Y) / P(X)= 
P(XY) / P(X)

In the ARM, many other interesting measures rather 
than support and confidence are used. The role of this 
evaluation is to get the best in the grouping of the rules and 
to avoid the false choosing of rules and to get more accuracy 

in the prediction procedure. Table 2 listed out some of the 
interesting measures used in ARM for clustering rules. This 
measures help to group the rules generated into clusters based 
on the various features. Here the representative rules among 
the clustered rules are also taken so that the redundancy 
among the rules can be avoided. Representative rules mean 
that which contain all the rules in cluster but no rules will 
be repeated.

Table 2: List of interesting Measures used in ARM

Sl. 
no. Measurement formula

1 Support P(XY)
2 Confidence/Precision P(Y | X)
3 Coverage P(X)
4 Prevalence P(Y)
5 Recall / Sensitivity P(X | Y)
6 Specificity-1 P(ÿY | ÿ￢X)
7 Accuracy P(XY) + P(ÿ X ÿ Y)

8 Lift/Interest P(Y|X)/P(Y)  
or P(XY)/P(X)P(Y)

9 Leverage-1 P(Y|X) − P(X)P(Y)

10 Added Value / 
Change of Support

P(Y|X) − P(Y)

11 Relative Risk P(Y|X)/P(Y|ÿX)

After the clustering of the generated rules, the rules are 
ranked and the best among the rules are generated using the 
Partial Swarm Optimization Algorithm. PSO helps to get the 
best among the generated rules and which helps the decision 
makers to take appropriate decision more easily and give more 
flexibility in decision making.
PSO Algorithm 

For each Rule
Initialize the Rule
End
Do
For each Rule
Calculate the fitness values;
If the fitness value is better than the best fitness value 
(pBest) in history;
Set the current value as the pBest;
End
Choose the rule with the best fitness value of all the 
rules in the gBest
For each rule
Calculate rule velocity according to velocity equation;
Update rule position according to position equation;
End
While max iteration or min error criteria are not attained;
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By combining the concept of data mining, Ant Colony 
Algorithm, Association Rule Mining and PSO, we can 
generate successful rules and can also find the influence 
of the parameters in the decision making support 
systems.

Experimental Design and Predicted Rules
The historic data are analyzed by the experts and are 

coded and given to the Ant Miner Algorithm. Here the ant 
agent starts its journey based on the high probabilistic and 
heuristic functions. Based on journey the rules get generated 
and the pheromone trails also get updated. From the 
generated rules, the clusters are formed based on the support 
and confidence value. Also the best among the rules are also 
evaluated by using the PSO algorithm.

Historic Data
(DW, DM, KB)

Validation

Initialization of
Artificial Ant Journey

Probabilistic
Selection

Pheromone Update

Expert Judgment

Parameter
Reduction

Reporting

Rule Generation

figure 1. Design Model of PSo to generate qualitative 
Bankruptcy Prediction

Some of the rules that are generated by this are described 
in the following table below Table 3. The generated rules are 
helping in predicting qualitative bankruptcy. These generated 
rules are clustered based on the support and confidence 
value.

Bankid MR ff CR CC oP Result

1253 good well well good good Not 
Possible

1359 Bad fine good well Bad Possible

1458 good well good fine Bad Not 
Possible

1528 good good good good good Not 
Possible

1569 Bad good good well good May 
Possible

Table 3: The Descriptions of the Rules Generated from 
Inductive Learning Methods

Rule Description

Rule 1 IF PS is high and IN is high and CQ is medium and AS 
is high then Non Bankruptcy

Rule 2 IF PS is high and CP is medium and MR is high and EO 
is medium THEN Non Bankruptcy

Rule 3 IF IN is low and FF is low and MR is low and CP is low 
then Bankruptcy

Rule 4 IF FF is low and CO is low and MR is medium THEN 
Non bankrupt

From these rules qualitative bankruptcy prediction 
analysis is conducted for banks, the results are shown 
Table 3. The results are shown more 80% successful in 
indentifying not successful banks and 90% successful in 
identifying successful banks. We also evaluate the other 
interesting measures mentioned in Table 2. A support of 
more than 60% and a confidence of 30% above are used in 
clustering of generated rules. The prediction accuracy of the 
rule should be improved in by analyzing true negatives and 
false positives.

Conclusion

In this study we are proposing a decision support system 
for framing qualitative Bankruptcy Prediction rules. For this 
we are using Ant Colony Optimization technique for the 
generation of the qualitative bankruptcy prediction rules. 
Based on the special features of heuristic and pheromone 
trail in ACO helps to avoid the overlapping of the generated 
rules and also give a positive feedback in rule generation. 
The generated rules can be grouped using the concept of 
Association Rule Mining technique and can avoid the 
redundancy of rules. The concept of representative rules 
gives more flexibility in decision making. Partial Swarm 
Optimization which is a better technique for generating the 
best among a group is used here for generating the best rules. 
In the future work, we can rank the parameters using this 
method. Here we only use qualitative factors; this work can 
be extended using the combination of qualitative and the 
quantitative parameters bankruptcy prediction.
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